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for the questions

1. Answer the following questions (any ten) :
1x10=10

BT 2P s o (R cre W)

(a) What is a standard normal variate?

sl AR {59 2
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40 (3)

() When do we use F-test?
(h) When does type-Il error occur?

I F-2_Ar1 @fom 929 FE?
Bizsl-11 T (Ffoal T8l = ?

() What i i
) 1s meant by scaling? () Why do we add a random term in a
ARl TR 5 linear regression model?
vafe SR Wi «Bre @ oW <o ¥
(d) When does specification error arise? g
Rew e & fem Teg = ? () What is meant by degrees of freedom?
egor T 3 & e ?
(e) If the error term is not distributed
norm ith 62 vari
pmblzjlny r\:lth o* variance, what type of (k) 1f EQ,U;) #0, which problem does arise
ay arise? in a linear regression model

3% T =B MR Rede” e 62 Raow Y, =a+pX, +U;?
TR (SCRTE (R APIR T8 277 9 B 2 SR {91 Y, = o+ BX, + U A
E(UU;) #0 T, (S e {6 7 08 2 2

(/ Why are there tw :
0 regress i
gZesionilings?, () What is the relation between correlation

T SRR (31 ¥ 40 2 and regression coefficients?
ST S STAREA SR WS 777 %2

SRR R2 &9 (m) What is critical region?

; 5o i 2
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(n)

(o)

(4)

State the
distribution.
YRG ITH (A TG F9 W72

expression for normal

What is the difference between error
sum of square and explanatory sum of
square?

&b IR FTE HE AR B Forwerq
oS (124 o7 |

2. Answer any five of the following questions :

2x5=10

were el R IcT +Atobl o T fopey

(a)

(b)

(c)

(@
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Write two
t distribution.

Student’s ¢ Re3°H 751 722F i |

Distinguish between type-I error and
type-II error.

2::14 TN WE G-I FHI Twe o
|

Define coefficient of determination in a
two-variable linear regression model.

R R GRE TR wike F@w BN
ige] faa |

uses of Student’s

What is partial regression coefficient?
SEP TR @915E & 9

( Continued )

(=58

Distinguish between multicollinearity

g and autocorrelation.
(T S AT A =j1efay fora |
() Write two assumptions of F-test.
oG o1 S e |
(g9 What are errors in variables?
o ovTR & 8 2
(h) Give two reasons for arising multi-
collinearity problem.
T ST Ted (R 51 SR ford |
3. Answer any four of the following questionsgx4=20
wed A Al w61 2pd Ted o
(a) Explain diagramma’.cica.lly : the area
property of normal distribution.
Seaet 3B S CafEeT o RIS DAl
40|
(p) What are the properties of a good
estimator? Explain. ‘
<51 o SRR (PEPTR I
(c) Explain the assumptior{s regarding 'She
stochastic term of the linear regression
model Y, =a +BX; +U;.
Y, = o +BX;, +Us e Semd i @
o7B SHSYATCIE 1 1 |
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(6)

(d} Explain the concept of confidence

(e)

(g)

(h)

22A/1121

interval.

RAPR S99 4RAICER e 37 |

W ; :
imha.t is a dgmmy variable? What is its
portance in statistical inference?

2+3=5

T e o
o ? AR A
R @7 AT 37 | ¢l

'Dfstinguish between individual and
Joint functional form of re i
B gression

TR
mﬂf@ﬁjﬁg IS S qu T

E ;
v:r;i::ttjln how the omission of relevant
€ can create i
regression analysis, B o
T RIS opfe e I R[S
A 3
90T PR 2 =, Sz 4 |

What
are the methods of detecting

heteroscedastici
city? ;
them &2 Explain any two of

ﬁﬁﬂ%%ﬁ %ﬁ@mq
GWFHTMquT¢m|WQﬁmE§f%1%? [E 7

( Continued )

(7))

S .

4. Answer any four of the following question
' 10x4=40

oS ol i o SR 2p e for -

What is a normal distribution? What are
its usefulness? Assume that family
incomes are normally distributed with
uw=1600 and o =200. What is the
probability that a family picked up at
random will have income (i) between
1500 and 1800, (i) below 1500 and
(iii) above 20007
[(0sZ<1= 0.3413),

©0<Z<0-5) =0-1915)

(a)

2+2+6=10

mmqa@ﬁv@wm%n@m
25 AfAAe 9 p=1600 <€ o =200
e YATSE  [gel () W™ 1500 €

18009 foes® @&dI, (i) 15003 oo CREI
o (i) 20007 @S S (AN g1l

Tfere |
[(0<Z<1=0-3413),
" (0<Z<0:5=0-1915|

(b} Distinguish between . null hypothesis

and alternative hypothesis. When do we
use chi-square distribution? A random
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(c)

(d)
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(8)

sample of 5 students from a class was
taken. The marks scored by them are
80, 40, 50, 90 and 80. Are these sample
observations confirm that the class
average is 70? [Tabulated value of
t=2.78 corresponding to (n-1) d.f.]

2+3+5=10

T AR F 39l REFR TS 12
%11 Chi-3of Reva @fow wmzm w0 207
901 A9 5 & Qe TH WERESE @[
¥ | (OSTEed T AR 80, 40, 50, 90,
¥ 80 W, @R YW 4RI o1 70 Iy
IS T3 2

[(n~1) d.£3 S “isfeam T ¢ =2.78]

State and prove Gauss-Markov theorem
for B; in linear regression model
Y, =Bo +B,X; +U,, where Bo and B, are
parameters and U, is stochastic term,

Yi =Bo +B1X, +U, pmq R Hy[{©
TS OG IS WF 9 97 | 7 Bo
SIS B 2T = W1 U, &6 o 27 |

How to measure the standard errors of
regression  estimator? Explain the

concepts of hypothesis testing and
forecasting.

THEETS HRT @0 @ewR e =09

2+4+4=

10

10

( Continued )

(e)

(92)

In a three-variable linear regression
model Y, =Bo +B1 Xy +P2X2 +Ue
estimate the parameters Bg, By Bs-

g1 R vAeR  SHRET (AR AN
Tfered T’e AR @G
Y, =Bg +B1 Xy +B2 KXo +UrH® Bos B1s B2

ame 24 |

A production manager is trying to
estimate the contribution of labours and

machines to output. Consider the

regression model
Y =Bg +B1 X +B2X2 +U
Compute the least square estimates
including interrupt term from the
following observations :
Output (Y) Labours (X;) Machines (X5)
40 46 24
42 60 15
37 54 12
50 50 50
36 42 19
Apply the least square method to
estimate the parameters.

qEe T dFACE e e AT
%goﬂfﬁ{swﬁm@iﬁaﬁﬂﬁmtqu
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( 10 ) ( 11 )

() Explain how specification error may
arise if irrelevant variable is included in
a linear regression model. Explain the
consequences of specification error.

SR =B, 48X +ByX, +US

1
faey wofq ﬁfiﬁ:l?mizza;c;ﬁm Eznam::
Sfeeq :

B YY) ) w7 (Xy) |
;‘2 ‘6*(6) f; SR veed ael Row R @ e
37 54 12 f SerRy e blERge
50 50 50
36 42 19

P97 95 =5f ez IR eMoeTeam Sven |

(g) What s the sources of auto-
;;ox;relatlon? Describe Durbin-Watson
est.
4+6=10
}1

TR ORI e R h
I>ﬂ%@ﬂ?ﬂm1¢;iq§ ? SRREF-SqGog

4+6=10

* K K

(h) Explain the ¢
onsequ .
collinearity. B ol ol

TR AR A5 597 |

10

] Ho?v gan heteroscedast_icity affect OLS
estimation? How would We correct f
heteroscedastic error term if the e
of thfz heteroscedasticity is knowlzl?)ture

5+5=10 ‘
NS RS @eme oo A 2 Tf |
WA o9 o W o e
(TR BVRR AR 2
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